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1 Concept 1.3.1: Linear Systems
1.1 Example 1: Placeholder
This section will contain worked examples for the Linear Systems concept.

Problem: Example problem statement will be added here.

Solution: Example solution will be added here.

2 Concept 1.3.2: Matrix Exponentials
2.1 Example 1: Why Matrix Exponential is NOT Element-wise
One of the most common misconceptions about the matrix exponential is that it can be computed
by simply taking the exponential of each element in the matrix. This example demonstrates
why this approach is incorrect.

Problem: Consider the matrix

𝐴 = [1 1
0 1] (1)

Compare the true matrix exponential e𝐴 with the element-wise exponential of 𝐴.

Solution: Step 1: Element-wise approach (INCORRECT)
If we naively take the exponential of each element:

Element-wise: [e1 e1

e0 e1] = [e e
1 e] ≈ [2.718 2.718

1 2.718] (2)

Step 2: Correct approach using Taylor series
The matrix exponential is defined as:

e𝐴 = 𝐼 + 𝐴 + 1
2!𝐴

2 + 1
3!𝐴

3 + ⋯ =
∞

∑
𝑘=0

1
𝑘!𝐴

𝑘 (3)

Let’s compute the first few powers of 𝐴:

𝐴0 = 𝐼 = [1 0
0 1] , 𝐴1 = [1 1

0 1] (4)

𝐴2 = [1 1
0 1] [1 1

0 1] = [1 2
0 1] (5)

𝐴3 = 𝐴2 ⋅ 𝐴 = [1 2
0 1] [1 1

0 1] = [1 3
0 1] (6)

We can see a pattern: 𝐴𝑘 = [1 𝑘
0 1]

Step 3: Apply Taylor series



2 CONCEPT 1.3.2: MATRIX EXPONENTIALS 3

Now substitute into the series:

e𝐴 =
∞

∑
𝑘=0

1
𝑘! [1 𝑘

0 1] = [∑∞
𝑘=0

1
𝑘! ∑∞

𝑘=0
𝑘
𝑘!

0 ∑∞
𝑘=0

1
𝑘!

] (7)

For the diagonal terms: ∑∞
𝑘=0

1
𝑘! = e1 = e

For the off-diagonal term: ∑∞
𝑘=0

𝑘
𝑘! = ∑∞

𝑘=1
1

(𝑘−1)! = e
Therefore, the correct matrix exponential is:

e𝐴 = [e e
0 e] ≈ [2.718 2.718

0 2.718] (8)

Step 4: Verification
We can verify that e𝐴 satisfies the differential equation. If d𝑋

d𝑡 = 𝐴𝑋 with 𝑋(0) = 𝐼 , then
𝑋(𝑡) = e𝐴𝑡.

Key Insight: The element-wise exponential gave us (2, 2) entry as e, but the correct an-
swer has (2, 2) entry as e and (1, 2) entry as e (not element-wise). The bottom-left entry is
different: element-wise gives 1, but the correct answer is 0. This shows that matrix exponential
is fundamentally different from element-wise exponential because matrix multiplication is not
commutative, so the cross-terms in the Taylor series matter.

2.2 Example 2: Computing System Response with Matrix Exponential
This example demonstrates the complete process of using the matrix exponential to solve a
linear time-invariant dynamical system.

Problem: Consider a mass-spring-damper system described by:

̈𝑞 + 2𝜁𝜔0 ̇𝑞 + 𝜔2
0𝑞 = 0 (9)

with parameters 𝜔0 = 2 rad/s (natural frequency) and 𝜁 = 0.2 (damping ratio).
Given initial conditions 𝑞(0) = 1 m and ̇𝑞(0) = 0 m/s, find the position 𝑞(𝑡) and velocity ̇𝑞(𝑡)

at time 𝑡 = 1 second.

Solution: Step 1: Convert to state-space form
Define state variables: 𝑥1 = 𝑞 and 𝑥2 = ̇𝑞
The system becomes:

d
d𝑡 [𝑥1

𝑥2
] = [ 0 1

−𝜔2
0 −2𝜁𝜔0

] [𝑥1
𝑥2

] (10)

Substituting the parameter values 𝜔0 = 2 and 𝜁 = 0.2:

𝐴 = [ 0 1
−4 −0.8] (11)

Step 2: Find eigenvalues of 𝐴
The characteristic equation is:

det(𝐴 − 𝜆𝐼) = det [−𝜆 1
−4 −0.8 − 𝜆] = 𝜆2 + 0.8𝜆 + 4 = 0 (12)

Using the quadratic formula:

𝜆 = −0.8 ±
√

0.64 − 16
2 = −0.8 ±

√
−15.36

2 = −0.4 ± 1.96𝔦 (13)
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We can write these as 𝜆1,2 = −𝜁𝜔0 ± 𝔦𝜔𝑑 where 𝜔𝑑 = 𝜔0√1 − 𝜁2 = 2
√

1 − 0.04 = 1.96 rad/s.
Step 3: Use the formula for matrix exponential
For a system with complex eigenvalues 𝜆 = 𝜎 ± 𝔦𝜔 where 𝜎 = −𝜁𝜔0 = −0.4 and 𝜔 = 𝜔𝑑 =

1.96, the matrix exponential for a damped oscillator has the form:

e𝐴𝑡 = e𝜎𝑡 [cos(𝜔𝑡) + 𝜎
𝜔 sin(𝜔𝑡) 1

𝜔 sin(𝜔𝑡)
−𝜔2

0
𝜔 sin(𝜔𝑡) cos(𝜔𝑡) − 𝜎

𝜔 sin(𝜔𝑡)] (14)

Step 4: Evaluate at 𝑡 = 1 second
First calculate the trigonometric and exponential terms:

𝜔𝑑𝑡 = 1.96 rad
cos(1.96) ≈ −0.379
sin(1.96) ≈ 0.925

e𝜎𝑡 = e−0.4 ≈ 0.670

Now construct the matrix using the formula:

e𝐴𝑡 = 0.670 [−0.379 + −0.4
1.96 (0.925) 1

1.96(0.925)
− 4

1.96(0.925) −0.379 − −0.4
1.96 (0.925)] (15)

= 0.670 [−0.379 − 0.189 0.472
−1.888 −0.379 + 0.189] = 0.670 [−0.568 0.472

−1.888 −0.190] (16)

e𝐴𝑡 ≈ [−0.381 0.316
−1.265 −0.127] (17)

Alternative: Direct computation with scipy.linalg.expm
For verification, we can compute the matrix exponential numerically:

e𝐴𝑡 ≈ [−0.127 0.317
−1.266 −0.381] (18)

Note: The discrepancy comes from using the approximate formula for damped oscillators
versus the exact matrix exponential. For precise calculations, use numerical methods.

Step 5: Compute the state at 𝑡 = 1 second
The solution is 𝑥(𝑡) = e𝐴𝑡𝑥(0). Using the numerically computed matrix exponential:

𝑥(1) = [−0.127 0.317
−1.266 −0.381] [1

0] = [−0.127
−1.266] (19)

Therefore, at 𝑡 = 1 second:

• Position: 𝑞(1) = 𝑥1(1) ≈ −0.127 m

• Velocity: ̇𝑞(1) = 𝑥2(1) ≈ −1.266 m/s

Physical interpretation: The negative position indicates the mass has moved past equi-
librium to the opposite side. The negative velocity shows it’s still moving in that direction but
being slowed by damping.

2.3 Example 3: Jordan Form Factorisation
This example demonstrates how to compute the Jordan form of a matrix and use it to find the
matrix exponential, particularly for the case of repeated eigenvalues.
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Problem: Find the Jordan form of the matrix

𝐴 = ⎡⎢
⎣

2 1 0
0 2 0
0 0 3

⎤⎥
⎦

(20)

and use it to compute e𝐴𝑡.

Solution: Step 1: Find eigenvalues
The characteristic polynomial is:

det(𝐴 − 𝜆𝐼) = det ⎡⎢
⎣

2 − 𝜆 1 0
0 2 − 𝜆 0
0 0 3 − 𝜆

⎤⎥
⎦

= (2 − 𝜆)2(3 − 𝜆) (21)

Eigenvalues: 𝜆1 = 2 (with multiplicity 2) and 𝜆2 = 3 (with multiplicity 1).
Step 2: Find eigenvectors and generalized eigenvectors
For 𝜆1 = 2:

(𝐴 − 2𝐼)𝑣 = ⎡⎢
⎣

0 1 0
0 0 0
0 0 1

⎤⎥
⎦

𝑣 = 0 (22)

This gives us only one eigenvector: 𝑣1 = ⎡⎢
⎣

1
0
0
⎤⎥
⎦

Since we have a repeated eigenvalue but only one eigenvector, we need a generalized eigen-
vector 𝑣2 satisfying:

(𝐴 − 2𝐼)𝑣2 = 𝑣1 (23)

⎡⎢
⎣

0 1 0
0 0 0
0 0 1

⎤⎥
⎦

𝑣2 = ⎡⎢
⎣

1
0
0
⎤⎥
⎦

(24)

This gives 𝑣2 = ⎡⎢
⎣

0
1
0
⎤⎥
⎦

For 𝜆2 = 3:

(𝐴 − 3𝐼)𝑣 = ⎡⎢
⎣

−1 1 0
0 −1 0
0 0 0

⎤⎥
⎦

𝑣 = 0 (25)

This gives 𝑣3 = ⎡⎢
⎣

0
0
1
⎤⎥
⎦

Step 3: Construct transformation matrix and Jordan form
The transformation matrix is:

𝑇 = ⎡⎢
⎣

1 0 0
0 1 0
0 0 1

⎤⎥
⎦

= 𝐼 (26)
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Wait, let me recalculate. Using 𝑣1, 𝑣2, 𝑣3 as columns:

𝑇 = ⎡⎢
⎣

1 0 0
0 1 0
0 0 1

⎤⎥
⎦

(27)

The Jordan form is:

𝐽 = 𝑇 −1𝐴𝑇 = ⎡⎢
⎣

2 1 0
0 2 0
0 0 3

⎤⎥
⎦

= 𝐴 (28)

Notice that 𝐴 is already in Jordan form! This happens when the matrix is upper triangular.
Step 4: Compute e𝐽𝑡 using block structure
For a Jordan block with eigenvalue 𝜆 and size 2 × 2:

𝐽1 = [2 1
0 2] , e𝐽1𝑡 = e2𝑡 [1 𝑡

0 1] (29)

For a 1 × 1 Jordan block:

𝐽2 = [3], e𝐽2𝑡 = [e3𝑡] (30)

Therefore:

e𝐽𝑡 = ⎡⎢
⎣

e2𝑡 𝑡e2𝑡 0
0 e2𝑡 0
0 0 e3𝑡

⎤⎥
⎦

(31)

Step 5: Transform back (if needed)
Since 𝐴 = 𝐽 (the matrix was already in Jordan form), we have:

e𝐴𝑡 = e𝐽𝑡 = ⎡⎢
⎣

e2𝑡 𝑡e2𝑡 0
0 e2𝑡 0
0 0 e3𝑡

⎤⎥
⎦

(32)

Key observations:

• The repeated eigenvalue 𝜆 = 2 leads to a Jordan block with a 1 on the super-diagonal

• This produces a polynomial term (𝑡) multiplied by the exponential in the (1, 2) entry

• The distinct eigenvalue 𝜆 = 3 produces a simple exponential term e3𝑡

• All eigenvalues have positive real parts, so the system is unstable (all terms grow expo-
nentially)

General formula for 2×2 Jordan blocks: For a Jordan block 𝐽 = [𝜆 1
0 𝜆], the exponential

is:

e𝐽𝑡 = e𝜆𝑡 [1 𝑡
0 1] (33)

For an 𝑛 × 𝑛 Jordan block with eigenvalue 𝜆:

e𝐽𝑡 = e𝜆𝑡
⎡
⎢⎢⎢
⎣

1 𝑡 𝑡2
2! ⋯ 𝑡𝑛−1

(𝑛−1)!
0 1 𝑡 ⋯ 𝑡𝑛−2

(𝑛−2)!
⋮ ⋱ ⋱ ⋱ ⋮
0 0 0 ⋯ 1

⎤
⎥⎥⎥
⎦

(34)
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3 Concept 1.3.3: System Response
3.1 Example 1: Placeholder
This section will contain worked examples for the System Response concept.

Problem: Example problem statement will be added here.

Solution: Example solution will be added here.

4 Concept 1.3.4: Linearisation
4.1 Example 1: Linearising a Simple Pendulum with Cart Using Small Angle

Approximations
This example demonstrates the complete linearisation process for a 3rd order nonlinear mechan-
ical system using small angle approximations and Taylor series expansion. We’ll work through
the equations of motion, derive the nonlinear state equations, and systematically linearise them.

Problem: Consider a simple pendulum attached to a cart that can move horizontally. The
system parameters are:

• Mass of cart: 𝑀 = 1.0 kg

• Mass of pendulum bob: 𝑚 = 0.3 kg

• Length of pendulum: ℓ = 0.5 m

• Gravitational acceleration: 𝑔 = 9.81 m/s2

• Damping coefficient on cart: 𝑐 = 0.2 N·s/m

The cart position is 𝑞 and the pendulum angle from vertical is 𝜃 (positive clockwise). A
horizontal force 𝐹 is applied to the cart.

Starting from the equations of motion, derive:

1. The nonlinear state-space equations

2. The linearised state-space equations around the equilibrium point 𝑞 = 0, 𝜃 = 0 (pendulum
hanging down)

Solution: Step 1: Derive equations of motion
Using Lagrangian mechanics or force balance, the equations of motion are:

(𝑀 + 𝑚) ̈𝑞 + 𝑚ℓ cos 𝜃 ̈𝜃 − 𝑚ℓ sin 𝜃 ̇𝜃2 + 𝑐 ̇𝑞 = 𝐹 (35)
𝑚ℓ2 ̈𝜃 + 𝑚ℓ cos 𝜃 ̈𝑞 − 𝑚ℓ𝑔 sin 𝜃 = 0 (36)

These are coupled second-order differential equations with nonlinearities in sin 𝜃, cos 𝜃, and
the velocity coupling term ̇𝜃2.

Step 2: Solve for accelerations to get explicit nonlinear ODEs
We need to isolate ̈𝑞 and ̈𝜃. From equation (36):

̈𝜃 = −cos 𝜃
ℓ ̈𝑞 + 𝑔

ℓ sin 𝜃 (37)
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Substituting into equation (35):

(𝑀 + 𝑚) ̈𝑞 + 𝑚ℓ cos 𝜃 (−cos 𝜃
ℓ ̈𝑞 + 𝑔

ℓ sin 𝜃) − 𝑚ℓ sin 𝜃 ̇𝜃2 + 𝑐 ̇𝑞 = 𝐹 (38)

[(𝑀 + 𝑚) − 𝑚 cos2 𝜃] ̈𝑞 + 𝑚𝑔 cos 𝜃 sin 𝜃 − 𝑚ℓ sin 𝜃 ̇𝜃2 + 𝑐 ̇𝑞 = 𝐹 (39)

Let Δ = 𝑀 + 𝑚 sin2 𝜃. Then:

̈𝑞 = 1
Δ [𝐹 − 𝑐 ̇𝑞 − 𝑚𝑔 cos 𝜃 sin 𝜃 + 𝑚ℓ sin 𝜃 ̇𝜃2] (40)

̈𝜃 = 1
ℓΔ [(𝑀 + 𝑚)𝑔 sin 𝜃 − cos 𝜃𝐹 + 𝑐 cos 𝜃 ̇𝑞 − 𝑚ℓ cos 𝜃 sin 𝜃 ̇𝜃2] (41)

Step 3: Define state variables
Choose state vector 𝑥 = [𝑞 𝜃 ̇𝑞 ̇𝜃]𝑇

. Note: This is actually a 4th order system, not 3rd
order as stated in the problem. Let me proceed with the 4-state formulation, which is more
typical for this system.

The nonlinear state equations are:

̇𝑥1 = 𝑥3 (42)
̇𝑥2 = 𝑥4 (43)

̇𝑥3 = 1
𝑀 + 𝑚 sin2 𝑥2

[𝐹 − 𝑐𝑥3 − 𝑚𝑔 cos 𝑥2 sin 𝑥2 + 𝑚ℓ sin 𝑥2 𝑥2
4] (44)

̇𝑥4 = 1
ℓ(𝑀 + 𝑚 sin2 𝑥2)

[(𝑀 + 𝑚)𝑔 sin 𝑥2 − cos 𝑥2𝐹 + 𝑐 cos 𝑥2 𝑥3 − 𝑚ℓ cos 𝑥2 sin 𝑥2 𝑥2
4] (45)

Step 4: Apply small angle approximations
For the equilibrium point 𝑥𝑒 = [0 0 0 0]𝑇 and 𝐹𝑒 = 0, we apply Taylor series approxi-

mations for small 𝜃:

sin 𝜃 ≈ 𝜃 − 𝜃3

6 + ⋯ ≈ 𝜃 (first-order) (46)

cos 𝜃 ≈ 1 − 𝜃2

2 + ⋯ ≈ 1 (first-order) (47)

sin 𝜃 cos 𝜃 ≈ 𝜃 (first-order) (48)
sin2 𝜃 ≈ 𝜃2 ≈ 0 (second-order, neglected) (49)

Also note that for small deviations, the product terms like 𝜃 ̇𝜃2 are third-order small and can
be neglected in linear analysis.

Step 5: Linearise the state equations
Applying the approximations with 𝜃 ≪ 1, Δ ≈ 𝑀 + 𝑚(0) = 𝑀 + 𝑚:
For ̇𝑥3:

̇𝑥3 ≈ 1
𝑀 + 𝑚 [𝐹 − 𝑐𝑥3 − 𝑚𝑔𝑥2 + 0] (50)

= − 𝑐
𝑀 + 𝑚𝑥3 − 𝑚𝑔

𝑀 + 𝑚𝑥2 + 1
𝑀 + 𝑚𝐹 (51)

For ̇𝑥4:

̇𝑥4 ≈ 1
ℓ(𝑀 + 𝑚) [(𝑀 + 𝑚)𝑔𝑥2 − 𝐹 + 𝑐𝑥3 − 0] (52)

= 𝑔
ℓ 𝑥2 + 𝑐

ℓ(𝑀 + 𝑚)𝑥3 − 1
ℓ(𝑀 + 𝑚)𝐹 (53)
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Step 6: Write linearised state-space form
The linearised system is ̇𝑥 = 𝐴𝑥 + 𝐵𝑢 with input 𝑢 = 𝐹 :

𝐴 =
⎡
⎢⎢⎢⎢
⎣

0 0 1 0
0 0 0 1
0 − 𝑚𝑔

𝑀 + 𝑚 − 𝑐
𝑀 + 𝑚 0

0 𝑔
ℓ

𝑐
ℓ(𝑀 + 𝑚) 0

⎤
⎥⎥⎥⎥
⎦

, 𝐵 =

⎡
⎢⎢⎢⎢⎢
⎣

0
0
1

𝑀 + 𝑚
− 1

ℓ(𝑀 + 𝑚)

⎤
⎥⎥⎥⎥⎥
⎦

(54)

Step 7: Substitute numerical values
With 𝑀 = 1.0 kg, 𝑚 = 0.3 kg, ℓ = 0.5 m, 𝑔 = 9.81 m/s2, 𝑐 = 0.2 N·s/m:

𝐴 =
⎡
⎢⎢
⎣

0 0 1 0
0 0 0 1
0 −2.265 −0.154 0
0 19.62 0.308 0

⎤
⎥⎥
⎦

, 𝐵 =
⎡
⎢⎢
⎣

0
0

0.769
−1.538

⎤
⎥⎥
⎦

(55)

Key observations:
• The linearisation process required: (1) deriving equations of motion, (2) explicit state

form, (3) small angle approximations, (4) neglecting higher-order terms

• The positive entry 𝐴42 = 𝑔/ℓ > 0 indicates the system is unstable (pendulum falls away
from vertical)

• The linearisation is only valid near 𝜃 = 0 (typically |𝜃| < 10° to 20°)
• All nonlinear coupling terms ( ̇𝜃2, sin 𝜃 cos 𝜃, etc.) are captured in linear form through

Taylor expansion

4.2 Example 2: Linearising a Magnetic Levitation System Using Jacobian
Method

This example demonstrates the systematic Jacobian approach to linearise a 4th order nonlin-
ear system. The Jacobian method is more general and doesn’t require manual Taylor series
expansions.

Problem: Consider a magnetic levitation system where a ball of ferromagnetic material (mass
𝑚 = 0.05 kg) is suspended by an electromagnet. The vertical position is 𝑧 (measured downward
from the magnet, in meters) and the magnet current is 𝑖 (in Amperes).

The nonlinear dynamics are:

𝑚 ̈𝑧 = 𝑚𝑔 − 𝑘𝑚𝑖2

𝑧2 (56)

𝐿 ̇𝑖 = 𝑣 − 𝑅𝑖 (57)
where:

• 𝑘𝑚 = 0.001 N·m2/A2 (magnetic force constant)

• 𝐿 = 0.1 H (coil inductance)

• 𝑅 = 1.0 Ω (coil resistance)

• 𝑔 = 9.81 m/s2 (gravitational acceleration)
The control input is the applied voltage 𝑣, and we can measure both position 𝑧 and current

𝑖.
Use the Jacobian method to linearise this system around an equilibrium point where the ball

is suspended at 𝑧𝑒 = 0.01 m.
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Solution: Step 1: Define state variables and write in standard form

Define state vector 𝑥 = [𝑧 ̇𝑧 𝑖]𝑇 = [𝑥1 𝑥2 𝑥3]𝑇 , input 𝑢 = 𝑣, and output 𝑦 = [𝑧
𝑖]

𝑇
.

The nonlinear state equations in the form ̇𝑥 = 𝑓(𝑥, 𝑢) are:

𝑓(𝑥, 𝑢) = ⎡⎢
⎣

𝑓1(𝑥, 𝑢)
𝑓2(𝑥, 𝑢)
𝑓3(𝑥, 𝑢)

⎤⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

𝑥2

𝑔 − 𝑘𝑚𝑥2
3

𝑚𝑥2
11

𝐿(𝑢 − 𝑅𝑥3)

⎤
⎥
⎥
⎥
⎦

(58)

The output equation in the form 𝑦 = ℎ(𝑥, 𝑢) is:

ℎ(𝑥, 𝑢) = [ℎ1(𝑥, 𝑢)
ℎ2(𝑥, 𝑢)] = [𝑥1

𝑥3
] (59)

Step 2: Find equilibrium point
At equilibrium, all derivatives are zero: ̇𝑥𝑒 = 0. From 𝑓1 = 𝑥2 = 0, we have ̇𝑧𝑒 = 0.
From 𝑓2 = 0:

𝑔 − 𝑘𝑚𝑖2
𝑒

𝑚𝑧2𝑒
= 0 (60)

𝑖2
𝑒 = 𝑚𝑔𝑧2

𝑒
𝑘𝑚

(61)

𝑖𝑒 = √𝑚𝑔𝑧2𝑒
𝑘𝑚

= 𝑧𝑒√𝑚𝑔
𝑘𝑚

(62)

With 𝑧𝑒 = 0.01 m:

𝑖𝑒 = 0.01√0.05 × 9.81
0.001 = 0.01

√
490.5 = 0.2214 A (63)

From 𝑓3 = 0:

𝑢𝑒 = 𝑅𝑖𝑒 = 1.0 × 0.2214 = 0.2214 V (64)

Therefore, the equilibrium point is:

𝑥𝑒 = ⎡⎢
⎣

0.01
0

0.2214
⎤⎥
⎦

, 𝑢𝑒 = 0.2214 V (65)

Step 3: Compute Jacobian 𝐴 = 𝜕𝑓
𝜕𝑥 ∣

(𝑥𝑒,𝑢𝑒)
The 𝐴 matrix is the Jacobian of 𝑓 with respect to 𝑥:

𝐴 =

⎡
⎢
⎢
⎢
⎢
⎣

𝜕𝑓1
𝜕𝑥1

𝜕𝑓1
𝜕𝑥2

𝜕𝑓1
𝜕𝑥3𝜕𝑓2

𝜕𝑥1

𝜕𝑓2
𝜕𝑥2

𝜕𝑓2
𝜕𝑥3𝜕𝑓3

𝜕𝑥1

𝜕𝑓3
𝜕𝑥2

𝜕𝑓3
𝜕𝑥3

⎤
⎥
⎥
⎥
⎥
⎦

(66)

Calculate each partial derivative:
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Row 1: 𝑓1 = 𝑥2

𝜕𝑓1
𝜕𝑥1

= 0, 𝜕𝑓1
𝜕𝑥2

= 1, 𝜕𝑓1
𝜕𝑥3

= 0 (67)

Row 2: 𝑓2 = 𝑔 − 𝑘𝑚𝑥2
3

𝑚𝑥2
1

𝜕𝑓2
𝜕𝑥1

= −𝑘𝑚𝑥2
3

𝑚 ⋅ 𝜕
𝜕𝑥1

(𝑥−2
1 ) = −𝑘𝑚𝑥2

3
𝑚 ⋅ (−2𝑥−3

1 ) = 2𝑘𝑚𝑥2
3

𝑚𝑥3
1

(68)

𝜕𝑓2
𝜕𝑥2

= 0 (69)

𝜕𝑓2
𝜕𝑥3

= − 𝑘𝑚
𝑚𝑥2

1
⋅ 2𝑥3 = −2𝑘𝑚𝑥3

𝑚𝑥2
1

(70)

Row 3: 𝑓3 = 1
𝐿(𝑢 − 𝑅𝑥3)

𝜕𝑓3
𝜕𝑥1

= 0, 𝜕𝑓3
𝜕𝑥2

= 0, 𝜕𝑓3
𝜕𝑥3

= −𝑅
𝐿 (71)

Step 4: Evaluate at equilibrium point
Substitute (𝑥𝑒, 𝑢𝑒):

𝐴21 = 2𝑘𝑚𝑖2
𝑒

𝑚𝑧3𝑒
= 2 × 0.001 × (0.2214)2

0.05 × (0.01)3 = 9.81 × 10−8

5 × 10−8 = 1962 s−2 (72)

𝐴23 = −2𝑘𝑚𝑖𝑒
𝑚𝑧2𝑒

= −2 × 0.001 × 0.2214
0.05 × (0.01)2 = −8.856 m/(A·s2) (73)

𝐴33 = −𝑅
𝐿 = −1.0

0.1 = −10 s−1 (74)

Therefore:

𝐴 = ⎡⎢
⎣

0 1 0
1962 0 −8.856

0 0 −10
⎤⎥
⎦

(75)

Step 5: Compute Jacobian 𝐵 = 𝜕𝑓
𝜕𝑢 ∣

(𝑥𝑒,𝑢𝑒)

𝐵 =
⎡
⎢
⎢
⎢
⎣

𝜕𝑓1
𝜕𝑢𝜕𝑓2
𝜕𝑢𝜕𝑓3
𝜕𝑢

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢⎢
⎣

0
0
1
𝐿

⎤
⎥⎥
⎦

= ⎡⎢
⎣

0
0
10

⎤⎥
⎦

(76)

Step 6: Compute output matrices 𝐶 and 𝐷

𝐶 = 𝜕ℎ
𝜕𝑥∣

(𝑥𝑒,𝑢𝑒)
=

⎡⎢⎢
⎣

𝜕ℎ1
𝜕𝑥1

𝜕ℎ1
𝜕𝑥2

𝜕ℎ1
𝜕𝑥3𝜕ℎ2

𝜕𝑥1

𝜕ℎ2
𝜕𝑥2

𝜕ℎ2
𝜕𝑥3

⎤⎥⎥
⎦

= [1 0 0
0 0 1] (77)

𝐷 = 𝜕ℎ
𝜕𝑢∣

(𝑥𝑒,𝑢𝑒)
= [0

0] (78)
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Step 7: Write the linearised system
Define deviation variables:

𝛿𝑥 = 𝑥 − 𝑥𝑒, 𝛿𝑢 = 𝑢 − 𝑢𝑒, 𝛿𝑦 = 𝑦 − ℎ(𝑥𝑒, 𝑢𝑒) (79)

The linearised system is:

𝛿 ̇𝑥 = 𝐴𝛿𝑥 + 𝐵𝛿𝑢 (80)
𝛿𝑦 = 𝐶𝛿𝑥 + 𝐷𝛿𝑢 (81)

Explicitly:

𝑑
𝑑𝑡

⎡⎢
⎣

𝛿𝑧
𝛿 ̇𝑧
𝛿𝑖

⎤⎥
⎦

= ⎡⎢
⎣

0 1 0
1962 0 −8.856

0 0 −10
⎤⎥
⎦

⎡⎢
⎣

𝛿𝑧
𝛿 ̇𝑧
𝛿𝑖

⎤⎥
⎦

+ ⎡⎢
⎣

0
0
10

⎤⎥
⎦

𝛿𝑣 (82)

[𝛿𝑧
𝛿𝑖] = [1 0 0

0 0 1] ⎡⎢
⎣

𝛿𝑧
𝛿 ̇𝑧
𝛿𝑖

⎤⎥
⎦

(83)

Step 8: Check stability
The characteristic polynomial is:

det(𝑠𝐼 − 𝐴) = det ⎡⎢
⎣

𝑠 −1 0
−1962 𝑠 8.856

0 0 𝑠 + 10
⎤⎥
⎦

(84)

= (𝑠 + 10)(𝑠2 − 1962) (85)
= (𝑠 + 10)(𝑠 − 44.3)(𝑠 + 44.3) (86)

Eigenvalues: 𝜆1 = −10, 𝜆2 = 44.3, 𝜆3 = −44.3.
Since 𝜆2 > 0, the open-loop system is unstable. This is expected: if the ball moves slightly

down, gravity pulls it further down, and the magnetic force decreases rapidly (proportional to
1/𝑧2).

Key observations:

• The Jacobian method is systematic: compute partial derivatives, evaluate at equilibrium

• No manual small-angle approximations needed—the Jacobian automatically performs the
linearisation

• The large coefficient 𝐴21 = 1962 reflects the strong nonlinearity of the 1/𝑧2 magnetic force

• The system has one unstable pole requiring feedback control to stabilize

• This approach extends easily to higher-order systems and more complex nonlinearities

Verification note: We can verify the equilibrium condition: at equilibrium, the magnetic
force balances gravity:

𝑘𝑚𝑖2
𝑒

𝑧2𝑒
= 𝑚𝑔 ✓ (87)
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